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I Introduction

The decision problems involved in setting the agpgregate productiqn rate
of a factory and setting the size of its work: force are freguently both
complex and difficult. The quality of these decisions éan be of great impor-
tance to the profiiability of an individual company, and when viewed on a
national scale, these decisions have a significant impact on the efficiency
of the economy as a whole, This paper reports some of the findings of a
research team that has been developing new methods to enable production
executives to make better decisicns and to make them more casily than they
zan with prevailing procedures. With the cooperation of a manufacturing
concern, the new methods have been developed in the context of a set of

concrete production scheduling problems that were found in a factory operated

e +hia AW anw

by the company.

The new method, published for the first time in this paper,® involves:
(1) formalizing and quantifying the decision problem (using a quadratic
criterion function) and (2), calculating a generalized optimal solution of
the problem in the form of a (linear) decision rule, Like a rule of thumb,
an optimal‘decision rule prescribes a course of action when it is applied
o a particul#r set of circumstances; but, unlike most rules of thumb, an

optimal decision rule prescribes courses of action for which the claim can

# Research that served as background for the present work was reported in
"(ptimal Decision Rules for Production and Inventory Control, " by
C. C. Holt and H. A, Simon, in Proceedings of the Conference on Operations
_Research in Production and Inventory Control, January 1954, Case Institute
of Technology.

-



Papge 2.
be made that the decisions are ''the best possible,” and the meaning of
"bes@" is clearly specified. The ultimate test, of course, must be
whether the new decision methods do or do not outperform prevailing decision
methods Qhen full allowance is made for the cost of obtaining the optimal
rules, '

In the body of this paper, we explore the problem of setting the
aggregate prodﬁction rate and size of the ‘work force. Ve describe the
partlcular form that this problem takes in the factory of the cooperating
company, including a consideration of the various types of costs and intan-
gidble penalties ihat are releyant in'naking the decision, Then, without
going into details about the methods used to solve the problem (these are
contained in a technical appendix), we presént the solution in the form of
| the decision rule that is optimal fér the type ¢f decision criterion that
was used. We found that, onc
company was formalized and guantified, the numerical constants appearing
in the decision ruie could be computed with a desk calculator in three
nan-hours.

After this decision rule was obtained, it was then.applied to the
" monthly produftlon rate and labor force decisions that faced the company
over a six-year pericd. Using the decision rule, each of these monthly

decisions required only a five-minute calculation. Comparisons are pre-

sented of the actual performance of the factory with the hypothetical
performance — the performance that would have been realized if the new
methods had been used. These performances are compared also by means of

cost estimates,

o
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- The decision method that is hére applied to a particular factory.should
be'direc£1y~applicab1e to other factories having the same kinls of costs,
The method presented in this paper may/gis:dapted readily to factcries
‘with types of costs entirely different from those in the example presented.
However, until the techniques for applying the method have been further
developed, each new application will undoubtedly fequire some developmental
effort. Ultimateély, decision criteria that can be adequately approximated
by quadratic functions,and linear decision rules should prove useful in
handling a wide range of decision-making problems quite beyond the specific
problem of production scheduling.

II ' Thne Decision Problem: Schedulirg Production Rate and Work Force

I£ is important-at the outset to outline clearly the many facets of
the decision problem that faces an executive in setting the aggregate pro-
duction rate and size of the labor force of a factory. A good place to
start is to define the variables whose scheduliﬁg constitutes the decision

problem at hand. By.aggregate production rate we mean a physical measure

of production per.unit of time (per week or per month, for example), Most
factories produce many products, rather than just one; hence, a common
unit must be found for adding quantities of differ;ﬁt products. For example,
a unit of weigﬁt, volﬁme, work required, or value might serve as a suitable
coﬁﬁon denoginator; The other decision variable, work force, refers to
' the number of employees to whom there is a company commitment to supply
regulér worke

The initial limitation of the problem, to consider these two decision

variables only, requires comment. Clearly neither decision can be separated
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completely from other decisions about product mix, laber mix, and production
sequences. For example, the number of workers needed may depend on the
number of differeni products to be produced as well as the aggreg:..e pro-
du;tion rate. Althouéh our limitation of the decision problem rules out
of consideration certain interactions that will be important for some
factories, this limitation appeared reasonable in order to keep the initial
research problem within reasonable bounds, In applying the decision rule
to the cooperating factory, auxiliary techniques, which will not be described

Y

The problem is to choose a course of action that will produce the

here, have been employed,

results that are desired., Choices are ' problematic'' when complexities
keep the bes; course of action from being obvious, In deciding upon the
production rate and the labor force of a factory there are three important
aspects that contribute sufficient complexity te constitute a formidable
problem: 1) How should production and employment be adjusted to fluctua-

tions in the orders received? 2) What provision should bs made for

errors in the forecasts of future orders? and 3} Vhat is the implica-

tion of the fact that the current decision is but one of a sequence of

decisions to be made at successive points of time? We consider sach of these

questions in turn,

;/ See ''Some Techniques for thie Solution of Dynamic Programming Problems
in Production Scheduling," by Herbert A. Simon, Charles C. Holt, and
Franco Modigliani, to be published ir the Journal of the Society for
Industrial and Applied Mathematics.(ONR Memorandum No. 29)
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The Costs of Responding to Fluctuations in Orders

If the customgrs of a factory plgced their orders in such a way as
to call for a constant flow of shipments of finished product, the two de-
cisions under censideration would hardly consiitute a problem, In actual
fact, orders (or more precisely, §rdered shipments) are subject to sub-
stantial flu~tuation, and the question arises as to how these fluctuations
should be "absorbed." That the problem is not trivial may be seen by
considering three "pure'' alternative ways of responding to such fluctua-
tions,

Thése alternatives are: (1) to adjust the size of the work force
by hiring and firing in exact conformity with the fluctuations in orders;
(2) to adjust the production rats into conformity with orders by working
overtime or "undertime! with a constant work force; and (3) to allow inven=~
tory and the backlog of orders to fluctuate while maintaining a constant
~ work fdrce and a constant production rate, Each of these "pure'' alter=
natives.has certain costs -- interpreting that term broadly to include any
tangible.or intangible penalty — associated with ite

(1) Under the first alternative, an increase in orders would be met

by hiring, while a decreass in orders would be accompanied by layoffs,

While this proéedure is clearly not optimal for the economy as a whole,
since the numbers of workers is constant in the short run, it is neverthe-
less an admissible alternative for an individual company. However, training

and reorganization are usually required when the work force is expanded;
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and terminal pay, bumping,l and loss of worker morale frequently occur
'whennthe labor force is contracted. Since plant and equipment are fixed
in the short run, increases in the work force may decrease labor product-
ivity. This cost can be avoided by maintaining the plant and equipment neces-
sary for peak employment, or by paying the premiums involved in second and
third shift operations A similar problem of unbalance may arise when the
total work force fluctuates, but some componehts of the work force, super-
vision for example, carnot easily be changed; For all these reasons,
fluctuations in the work force are costly. From work force considerations
alone, the ' ideal"  work force.would be one of constant size, with an
optimum balénﬁe of men, machines and supervision,

(2) The second alternative would realize this "ideal" work force

situation by absorbing fluctuations in orders with corresponding fluctua-

tions in overtime work without changing the size of the work force, How-

ever, Since there is an upper limit to what a worker can produce by work-

ing overtime, the necessity for meeting peak orders would govern the size

of the work force, When orders fall to lower levels overtime is eliminated,
but with a fu;ther fall in orders ''undertime'’ 6ccurs, i.e., there is not
enough productive work to kéep the work force busy throughout the regular
work week. Hence, this alternative has its limitations, The wellfrecognized

costs of the overtime premium do not reqﬁire emphasis; the cost of mundertime'

;/ Union seniority rules sometimes require a whole sequence of job trans-
fers when a single job is eliminated.

4
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45 less obvious, Man-hours paid for with no product output constituée 'y
cost to the factory unless ' £ill-in" jobs (e.g., meintenance) can be
scheduled, or leisure on the job has an important positive morale value.
Some;imés the cost of undertime can be péssed on to the employees by short-
ening the work week, but even here it is unlikely that the company com-
pletely escapes indirect penalties. Thus absorbing fluctuations in orders
by ove?time and undertime incurs various penalties and costs. From over-
time and undertime considerations alone neither "' should" be incurred;
" jdeal" overtime and '"'ideal' undertime are zero.

(3) Finally, the fluctuations in orders may be absorbed by allowing

i
the invenitory of finished geods to flnctuate or, lacking a finished inven-

tory, by allowing the backlog of unfilled orders to fluctuate. Big up-
ward swings in inventory necessitate large storage facilities, large amounts
of working capital and other direct costs, and create risks such as obso-
lescence. Big downward swings of inventory, culminating in large order
backlogs, impose intangible costs on the company — poor delivery service
to custonerq/%zzd to loss of sales. Clearly, absorption of order fluctua-
tions by building up or drawing upon inventory (considering an order back-
log as a negative inventory) is not altogether a happy answer. If only
inventory costs are taken into account the output of the factory should
exactly match the shipments to be made; finished inventory " should" be
zero!l

It is abundantly clear that the fluctuations in customers' orders

impose costs and penalties on the supplying company regardless of which
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poelicy alternative it may folléy in responding to these fluctugtions,
Becauge orders fluctuate, these dynamic costs are relevant and important
in production and labor'force decisions. Or stated diffefently, »iien a
factory must absorb fluctuations in shipments imposed by its customers'
orders, every alternative for absorbing these fluctuations has associated
with it a sst of costs and penalties for the companye In order to make a
gbod decision, these éosts mist be weighed to determine what kird of
policy will minimize them.

In general, none of the pure alternatives discussed above will prove
best, but rather some cerefully weighted coﬁbination of them. Order fluc-
tuations should, in general, be absorbed partly by inventory, partly by
overtime, and partly by hiring and layoffs, and the best aliocation among
these parts will depend upon the costs in each particular factory. But even
for a particular factory, the best allocation is not fixed, but will vary
with the severity (frequency) of the fluctuations.

Despite the fact that countless production executives are faced daily
with this allocation problem, very little work haé been done to find the
optimal policy even for the case where fluctuations in orders are highly
predictable, as with seasonal fluctuations. Unfortunately, however, the
problem is even more difficult, for fluctuations of orders can seldom be

foreseen accurately. This brings'us to the problem of forecast errorse

Errors in Forecasting Orders

Any decisioh setting the production rate and work force of a factory

will appear in retrospect to have been a good or poor decision depending
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upon what orders were in fact received after the decision was made. A
decision is not.gpod or bad in itself, but only reiative to the state of
the world during the time in which the influence of the decision is being
felt. Of course, th= future state of the Qorl —- in our case future
receipts of orders — ordiparily cannot be known in advance exactly. Con-
sequently the decision must be made in a setting of uncertainty, At the
time a decision has to be made, the outcomes associated Qith each of the
alternatives are uncertain, since they depend partly on the unknown future,
The better the future can be forecasted, the less Egcertainty is involved
in ‘a decision; but uncertainty inevitably_enters/de:ision to some extent,
and must be resolved in one way or another,

It is useful to distinguish two aspects of the forecasting problem:
1) With a given forecast, produced by methods whose accuracy in the past
is known, how should the decision be reached (i.es, how.should decisions
be affected by the fact that the forecasts are known to be subject to
error)? 2) For any given forecast method, how large are the costs in~
curred as the direct result of its forecast errors? Knowledge of forecast
accuraéy usually is important both in using the forecasts and in selecting
the forecasting method, However,y the most accurate forecast method is not

always the best, since the cost of obtaining the forecasts may exceed their

value in improving the quality of decisions,

The Time Sequence of Decisions

The decisions setting production rate and work force fortqnately do

not involve a once-and-for-all commitment, but rather permit successive
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review and revision as the passage of time provides new information. The
errors of past forecasts are observed, and new information is obtained
that pr&vides a basis for revised forecastss A decision once taken commits
the production executive only until a new decision is made.l/ Although
a decision based on an erronesus~ fqrecast can to a large extent be offset
by suﬁséquent deciéions, such oscillations incur the same types of costs
as do fluctuation§ in orders, No one decisian is good or bad in itéelf,
but only in its relation to the preceding and followiﬁg decisicns, and the
pfeceding and following orders, Thus it is clear that the time sequence
of decisions is an important aspect of the schedgling problemy

Having outiined in ; rough way the major components of an important
decision problem, and having indicated that the decisions depend upon intet-
acting factors sufficiently complex to make the choice extremel& difficult,

we next consider a practicable method for finding a solution to this problems

IIT A Quadratiq Criterion fof the Scheduling,Deaisions in a Paint Factory
Rather than present the new method in its most general form, we will

describe an actual case that we have studied in detail, namely, the paint

factory whose scheduling problems'supplied stimlus t§ the devélopment of

the method. Aside from the valus of a concrete example, we believe that

1/ The selection of the optimal decision period is not studied in this
paper, but it is known that the optimal period depends on the size of
forecast errors, the cost of forecasting, the time required for enough
new information to accumulate to improve forecasts previously made, the
cost of making and administering new decisions, and the relative cost
of making many small decision changes versus making a smaller number
¢f larger changes.
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this case is representative of phe scheduling problems in a large nuaber
of factories to which the same method, even in its details, may be appli-
cable.

A decision-making problem of a btusiness firm may usually be stated
formally as a problem of finding a maximum (or minimum) of some criterion,
Sometimes profit is tﬁe criterioﬁ to be maximized; in most cases profit
will at least have ccnsiderable weight in the criterion function., In the

paint factory, we treat the scheduling of production and employment from the

point of view of the production manager, We assume that sales volume and

pfice are béyond his control, so that revenue is a given, and the maximi-
zatién of préfitaAbecémes the minimization of costs. We should emphasize
that " costs" are interpre£ed bro;dly to include any relevant.considerations
to which the decision maker chooses to attach importance,

In order to apply the'méthod, all costs, even though some are intan-
gibles, must be reduced to quantitative terms and expresﬁéd in comparable

units — presumably dollars. We can sometimes attach a dollar value to

intangible factors by asking how much the management would be willing to

spend outright in order to change these factors. To be sure, difficulties
arise in quantifying a criterion function; but no system of rational deci-
sion-making can escape the task of assigning weights to the objectives that
are desired,

In order to translate the scheduling problem into a mathematical pro-
blem of minimizing a cost function, we need a mathematical form that is

both sufficiently flexible to approximate a wide range of complex cost
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relationships, and sufficiently simple to allow easy mathematical solutione
From consideration of the kinds of costs that are involved in the schedul-
ing problem it appearé that a U-shaped cost curve is requirede For example,
the cost of inventory is high when inventory is large, and high also at
the other extreme when inventory is so small that there are freguent run-
cuts of particular products which cause back orders and a high penalty for
delayed shipments to cusfomers. Scmewhere between these extremes, the
combined costs are at a minimum, With these considerations in view, we
decided that the cost function could reasonably be approximated by a sum of
linear and squared terms in the controlled and uncontrolled variables —
technically, by a positive definite quadratic forms

In the following pages we will analyze the costs that are important
in the particular paint factory that has been studied, and then show that
these can be épproximated by a quadratic cost functions Decisions are
assumed to be made at regular time intervals (in this case monthly), rather
than continuously or intermittently, ard the costs cre expressed as costs
per menth, It is convenient to relate these costs to the three alternative
ways, discussed earlier, of absorbing order fluctuationsa

It should be emphasized agein that the following application of the

new method represents a special case -- the method itself is far more generals

Repular Payroll, Hiring, and Layeff Costs

When order fluctuations are absorbed by increasing and decreasing the
work force, the following costs are affected: regular payroll, hiring, and

layoff costse
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The size of the work force is adjusted once a month, and setting the
work force at a certain level implies a commitment to pay these employees
their regular time (as contrasted with overtime) wages for a month. This
is shown in Figure 1 by the solid line which may be reﬁresented algebrai-
‘cally by the linear cost function, Equation l.s (In the equations that
follow, the C's represent constan£s.)

The other labor costs mentioned are associated not with the size of the
work force, but with changes in its size. The cost of hiring and training
people riées with the number hired, as indicated by the solid line plotted
in Figure 2. The cost of laying off workers derives from terminal pay,
reorganization, etc., and rises with the number of workers laid off. The
cost inéurred each month depends on the change in the size of the work force
between successive months. Since these costs increase both with increases
and decreases in the work force, the quadratic curve represented by
Equation 2 is a suitable first approximation.

Random factors may affect the costs of hiring ard firing, e.g., how
much difficulty is experienced in a particular case in hiring a man of
desired qualifications, or how much reorganization is required in making
a particular reducticn in work force. Consequently the cost curve should
be viewed as a curve of the average (expected) cost of changes of various
sizes in the work force.

Whether these costs actually rise at an increasing or decreasing rate
is difficult to determine. It can be argued that reorganization costs

are more than proportionately larger for large layoffs than for small
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REGULAR PAYROLL COST

Cost
$/Month

Work Force, W
(¥an Months)

APPRD. XIMATING COST FUNCTION
Eq. 1) Regular Payroll Cost = Cy W

Figure 2
RIRING AND LAYOFF_COSTS
Cont | $/Month

0 Workers Hired

Workers laid Off
Size of the VWork Forse, Wy = Veal

Monthly Changss in the

* APPROXIMATING COST FUNCTION owm w=mn o=

Eq. 2) Cost of Hiring and Layoffs = ColHy = Wpap)?
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layoffs; and similarly the efficiency of hiring,measured in terms of the
quality of the employees hired, may fall when a large number of people
are hired at one time, .If this argument holds, then the quadratic curve
is eépecially suitable, But if not, the quadratic still can give a tolerable
approximation over a range. “The parameters of the function should be set
at the values that will give the best possible approximation to the cost
curve over the range in which changes in the work force are expected to
fluctuate.l

Overtlme Ccsts

If order fluctuations are absorbed by increasing and decreasing pro~
duction without.changing.the work force, then overtime and undertime costs
are incurred. Overtime involves wage payments at an hourly rate fifty per
cent higher than is paid for regular time, Undertime is a waste of labor
time that ii/paid for in the regular payroll, but is nﬁt used for productive
activities.2 However, unlike overtime, undertime does not incur an increase
in out—-of-pocket expense.

The cost of overtime depends on two decision variables, the size of

the work force, W, and the aggregate production rate, F. The simplest form

1/ Note the implied circularity, In order to obtain optimal decisions we
need initially to know optimal fluctuation amplitudes of controlled
variables. But for practical purposes we need to know only the general
range of fluctuations, which can be estimated to a sufficiently close
approximation,

g/ It may be possible to perform maintenance activities with labor that
would otherwise be wasteds If so, this possibility should be taken
into accounte. '
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of this cost relation is shown in Figure 3. With a given work force, Wl,
and an avéragé worker productivity, K, the expression K W;, is the maximum
number of units that can be prodﬁced in a month without incurring any over-
time, In order to produce at higher rates than K Wl, overtime is required,
and its amount increases with incréased production,

The relationship shown in Figure 3 can be expected to occur only if
there are no discontinuities and no random disturbances in the production
process. However, these are usually present, and should be taken into
account. Fpr example, since workers are each somewhat specialized in func-
tion, it is likely that a small increase in production would require only
a few empléyees who work in bottleneck functions to work overtime, As
prodﬁction is increased further, more and more employees are required to
work overtime until the wﬁole work force is doing scme overtime work. The
effect of this is to smooth the overtime cost curve of Figure 3 to that
shown in Figure 4.

Random disturbances have the same effect of smoothing the overtime curve.

For example, given the number of units to be produced in a month, the total

number of man-hours that will be required is not uniquely determined in
advance, but will be affected by numerous random disturbances, such as
machine breakdowns, quality control problems, productivity fluctuaticns,
etc. Overtime is determined by the excess of the hours tha% prove to be
required by the production target over and above the number of regular-

time hours available from the work force in the month. Since the production

and employment schedule is made before there is knowledge of the particular
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OVERTIME COST WHEN THE WORK FORCE IS OF SIZE, ﬁl

Cost r
$/Month

1 Production Rats, P
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disturbances that will occur during the month, estimated overtime costs
must depend on an estimate of the probubilities that such disturbances
will occur. This probability distribution smooths the curve of expected
overtime cost shown in Figure L4, The higher the production target with a

given size work force, thc greater is the probability that some distur-

bance will occur that will necessitate overtime work to get out the speci-

fied proiuctione

In setting the production rate and the work force for a month, it is
not certain ih advance whether overtime or undertime will occur. In order
for the scheduling decision to minimize costs, the cost of having a larger
work force than might prove to be needed must be weighed.against the cost
of having a smaller énd cheaper work force, but then perhaps finding it
necessary to pay for considerable overtime.

The quadratic curve that approximates the expected cost of overtime
for a given size, Wl, of work force, and for different production rates is
shown by Equation L. As production, P, exceeds Ch Wl, a level set by the
size of tbe work force, overtime costs increasee The linear tefms,cs P
and 06 W,are added to improve the approximation,

Tre foregoing discussion was premised on a given work force, Wl,
but clearly the size of the work force can change, Hence there is a whole
famil& of cost curves similar to that shown in Figﬁre L, one for each size
of work force, This family of overtime cost curves is obtained by substi-

tuting other values for Wl in Equation AL
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Inventory, Back Order and Machine Setup Costs

When order fluctuations are absorbed by inventory and back-order
fluctuations other costs are incurrede Increased inventory increases the
costs of interest, obsolescence, handling, storage, etce The decrease of
inventory to avoiﬁ these costs iﬁcreases the probability of running out cf
individual products, thereby incurring the penalty of delaying customer
shipments and possibly losing salese #Also, as aggregate inventory is
reduced, the average production batch size should be decreased in order
to maintain a balanced inventory; consequently, the cost of additional
machine setups is incurred, An analysis of the total of these costs will
indicate the optimal level of aggregate inventory at which these costs are
minimum,

Production decisions in the paint factory are to be made monthly,
and prior to each decision the‘aggregate inventory position should be ob-
servéd. In formulating the cost function, we assume that the inventory and
back ordef position at the end of each month is representative of the average
inventory and back-ordef positions during the month, and consequently may
reasonably be used to estimate the costs related to inventory that were
incurred during the months If tnis assumption is not tenable, it probably
indicates that production decisions should be made more frequently than once
a monthe Production that is scheduled for a month is assumed to be completed

Y

1
during the monthe™ -

1/ Production processes requiring several decision periods to complete
may be accommodated in the mathematical model, but this was not
necessary in the paint factorys
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In order to have a simple relation between a month's production and

the inventory at the end of the month, ii is convenient to use the variable,

net inventory, defined as inventory minus back orders, Net inventory is
increased by.production, regardless of wnether the paint is added to phy-
sical inventory or shipped out to decrease the number of'back orders, The
paint factory usually ships immediatély upon receipt of an order, and orders
not so shipped are treated as back orders. Consequently, net inventory

is affected immediately upon receipt of an order.l/

2 ‘
Familiar lot size formulas™ may be used to dstermine the optimal pro-

duction batch size for each paint and the cptimal safety stock to protect

against its running out while a new batch is being produceds These formulae
rest on plausible assumétions about the costs of holding inventory, the cost
of back orders, and the probability of errors in forecasting orders for the
pa?ticular paint, By adding, for each paint, the'optimal average safety
stock to one-half the optimal batch size we obtain its optimal average
inventory.

‘Then by adding together these optimal average inventories for all the

paints that are stocked, we obtain an optimal aggregate inventory for the

1/ For many factories a lead time is allowed between the receipt of an
order and the shipping date requested by the customer, In such a
case an order would not affect net inventory until the ordered
shipping date. However, the receipt of an order supplies vital in-
formation by enabling a perfect forecast to be made of future shipments
over a lead time horizon,

g/ Ses T. Me Whitin, The Theory of Inventory Management; and Kg J:«Arrow,
T. Harris, Je Marschak, " Optimal Inventory Policy,' Econometrica,
VOl. 19. NO. 3’ July 1951..
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Page 19.
whole factory. To convert this optimal aggregate inventory to the corres-
ponding optimal net inventory, we need to subtract the total back orders
for all paints that would be expected to occur, on the average, when the
inventory is at its optimal level,

From lot size formulas it is known that both the optimal batch sigze

and the optimal safety stock increase roughly with the square root of the

order rate of the individual paint. Thus the optimal aggregate inventory

must increase with increased aggregate order rate (total shipments ordered
per month). The total expected back orders corresponding to any given size
of inventory must also increase with an increased aggregate order rate.
By combining these two relationships it appears that optimal net inventory
increases with the aggregate order rate. The relationship between optimal
net inventory and aggregate order rate may be approximatedl/ over a range
by a function of the form: op.*m1l net inventory = C8 + 090 where the C's
are constants, and O is the aggregate order rate.

When actual net inventory deviates from the optimal net inventory,

(C8 + 8. 0); in either direction, costs rise as shown in Figure 5. If

9
net inventory falls below this optimal level, then the safety stocks and

batch sizes of individual paints must be reduced, We assume that these

l/ Since back orders will generally be small relative to inventory, the
square root relation between aggregate inventory and order rate domi-
nates the relationship between net inventory and order rate. Over a
limited range a square root function can be approximated by a linear
one,
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INVENTORY, BACK URDER, AND MACHINE SETUP COSTS

Cost | #/Month

fc A Net Inventory, I

+ C
R . = (Units of Product)

APPROXTHMATING COST FUNCTION == — ==
Eq. 5) Expected Inventory, Back Order, and Setup Costs

= Cq( I - (Cg + Cg O) 7

1 =« Net Inventory = Inventory = Back Orders

O = Order Rate (Units of Product whose Shipment was Ordered during

the Month)
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reductions are optimally distributed over the individual paints by some
procedure for Scheduling the production of individual products within
the constraint of the aggregate production decision.l The rise in costs
as net inventory declines can be estimated by costing the increased num-
ber of machine setups, the increased back ordegs and the decreased inven-
tory. A similar cost calculation can be made for the situation in which
net inventory is above the optimal level. In this way the relatidn,
which.is shown by the,sélid 1ine in Figure 5, between expected costs and
net inventory, gan be determined. .Over a range, the curve of inventory-
related costs may be approximated adeqpétely by a quadratic of the form
shown in Equation 5 in which cost rises as the square of the deviation of

net inventory from the optimal level, (Cg + Cq 0).

~ ~ PR T O S S
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Having eiaminéd the individual cost components we can now construct the
complete cost function for production aﬁd employment scheduling. Since the
oﬁjective ié to séhedule production and employment in such a way as to mini-
mize costs, we need a cost function that adds together all the component
costs thaé have been discussed above., Since each month's decision has cost
implZcations that extend over an appreciable length of time, this cost
function must span a sufficient time tc include virtually all of the cost
implications of the decision. The first requirement is met by adding all

of the costs attributable to each month; and the second, by adding all of

1/ Methods for scheduling the production of individual products is under
study, and we will report on this work in a later paper.
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these monthly costs over an extended period of time, The discounting of
costs that occur at different points of time by means of an interest réte
factor is nepglected as an unessential refinement.

Since future costs depend on future sales they are, of course, uncer-
tain. This problem is met by calculating what the costs would be for each
combination of férccast errofs and taking a weighted average of these costs,
using probability weights. This expected cost is to be minimized, No con-
sideration is given to the variability of costs, but only their long term
total. The decision problem can now be stated formally.

The optimal production and employmert decisions are those that mini-
mize the expected value of total cost, Cy. (see Equation 6), This cost
is the sum of the costs attributable to N months as shown in Equation 7.
The total cost attributable to one month, Ct’ is shown in Equation 8 to be
the sum of the component costs that have previously been discussed. Note
that the time subscript, t, has been added to indicate that the variables
may take on different values at different points of time. Equation 9 shows
the relationshiﬁ bhetween invéntory at the beginning of the month, production
during the month, sales during the month, and the month-end inventory. This
relationship, of course, applies to each month and must be taken into account

in minimizing costs.
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Eq. 6) Find the decisions that minimize E(Cy), where
) N
£qe 7 C“ = £ C and
g1 ¢

Eq. 8) ¢, = [ (Cy wt) Regular Payroll costs from Eqs 1

2 :
+Cy (W - wt—l) Hiring and Layoff costs from Eq.2

2
+ G5 (Py = C) Wt) + CgPy - CQHy Overtime costs from Eq. 4
+B C. = 00.)° ] Invente a

7 (It - Cg - Cg0y, . ventory connected costs

from Eq. 5

subject te the restraints,

Eq. 9) It’l + Pt -Ot - It' Lt = 1. 2. eee N.

Ths cost function above can be applied to the scheduling declsion
of a great many factories simply by inserting the appropriate numerical
values for the cost paramaters:- Cys Cps ooos 09. When we insert the nu-
morical values that we obtained for the paint factory, Equation 10 is ob-~
tained. These mumerical values are derived from statistical estimates based
on accounting data together with subjective estimates of such intangible
cont.'as delayed shipments to customers. In the interest of simplicity,
the mnuenée of the order rate on the optimal inventory lovel was neglected,
i.e0 C9 was set equal to zero.
£q. 10)

N ' 2
Cy™ £ (340W,] + [64.3 (Wg = W )]
N L1 t 14 t-1

2

+ [.0825(1, - 320)2]}
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Where CN is the total cost for N months expressed in dollars, W, is the work
force for month t expressed in men, Py is production in gallons (a pseudo-
unit to disguise /com ggg)cggﬁ month, and I, is net inventory in gallons.

Since estimates of the cost parameters are subject to many sources of
error, it is reassuring that the factory performance proves not to be criti-
cally dependent on the accuracy of the cost funtion. Even if substantial
errors are made in estimating the parameters of the cost function, the fac-
tory performance measured in cost terms will not suffer seriously,

In obtaining the above cost function for the paint factory it should
be remembered that the.quadratic form of the cost function is an approxi-
mation to the ' true" cost function. The édequacy of the quadratic appro-
ximation can not, however, be judged simply in terms of 'Tgeodness of £it, "
Rather, it must be judged by whether the decisions to which it leads are
better than the decisions made by alternative decision methods,

Having translated the decision problem into a precise mathematical
problea, we can proceed directly to solve for the best scheduling deci-

sions. Without going into the mathematics involved —— the reader is referred

to the technical appendix -- we will noWw examine the solution that is obtained.

l/ An exploratory analysis of the effects of errors in estimating the
paranmeters of a simple quadratic cost function showed that over-
estimating cost parameters by 100% or undsrestimating then by 508 —
in both cases estimates were incorrect by a factor of two -—- led
to decision rules whose cost performance was approximately 11%
apove the costs which would occur with coirect estimates of cost
parameters,
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IV, The Optimal Decision Rules for the Paint Factory

Once the parameters of the cost function are estimated, tﬁe decision
rule solution may be obtained.by differentiating with respect to each deci-
sion variablee. We obtain a set of linear equations, and then invert the
matrix of thése equations to obtain the Jecisioﬁ rules, Fortunately, the
results of this procedure can be reduced to a formulz, requiring only a rout-
ine computation., It can be proved mathematically, once and for all. that
the decisions ylelded by the optimal decision rule are the best possible
for the given cost functione

There are two decision rules to be applied at the beginning of each
month: one rule sets the aggregate production rate, the other determines
the work forcee The first rule, shown in Equation 11, incorporates a |
weighted average of the forecasts of future orders'(in this case for a
twelve-month period starting with the forthcoming month, t.) Since the
forecasts of future.orders are averaged, production is smoothed, so that
there is an optima} response to the fluctuaﬁion of forecasted orders. fhe
weight given to future orders declines rapidly as the forecast extends farther
into the future., This occurs because, taking into account the cost of hold-
ing inventory, it is not economic to produce currently for shipment in the
too remote future, One implication is that there is little point in fore-
casti~g orders very far into the future since these ordefs will have little
efféct upon optimal current production. For the particular costs of the
paint company, the forecasts.of ordars for the forthcoming and the two '

successive months are the major determinants of production,®s far as orders

are concerned,
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No information is required about the probability distribution of errors
in the forecasts of orders.1 However, the average forecast error sheuld
be zero, i.e., the forecasts should be unbiased,

The second term of Equation 11, (.993 wt-l)' reflects the influence
on tiie scheduled production riate of one of the initial conditions at the
time the decision is made — specifically, the number of vorkers that were
employed at the end of the preceding month, The more workers that are on
‘the payroll at the beginning of the month, the greater should be the pro-
duction scheduled for the month, since any large decreases in the size of
the work force would be costly, as would an unused work force,

The next two terms in the decision rule mAy be considered together:
(153¢ - «b6L It_3). If net inventory at the end of the previbus month is
larpe, then the negative term will exceed the positive one, and production
will be decreased in order to lower inventory, - Similarly, if the initial
net inventory is small, the negative term will be small and an increase in

production will be callied for. Not only does this term determine how the

;/ The mathematical analysis indicates that only the expected values of
the distributions of ordersare relevant to making optimal decisionse
The variance and all other higher moments of the distributions have
no effect on the decisions under a guadratic criterions Unbiased
forecasts are treated in making decisicns exactly as if they were
perfect forecastse

Proofs of this point have been made by C. C. Holt for unrevised fore-
casts in ONR Research Memorandum Nos 3, Carnegie Institute of Technoe
logy, ‘'Superposition Decision Rules for Production and Inventory Con-
trol," and by H, A, Simon for the genaral case of revised forecasts
in " Dynamic Programming under Uncertainty with a Quadratic Criterion
Function'' (originally ONR No, 8) which will be published,
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optimal production rule responds to any given initial inventory situation,
but it has the special significance of indicating how the rule will take
account of past forecast errors, since their effect is to raise the net

inventory above, or lower it below, the desired level,

4 \
+ 01063 ot

Eq:,. 11) + .23h ot"l 3
Pt = i + ,111 0t+2 >"‘ «993 "'t.-l + 153, - J464 Ito-l

+ JOL6 Oy g
+ 013 °t+h ( | \
- 4002 0, . + 40101 0,
- .008 0, + ,0088 O, 5
- 010 O, + J0071 O,
009 O, o 0054, ot+3'
.008 0y g 0042 0,
- £007 Oy 410 + 0031 0,
- +0%5 %) + 40023 Oy ¢
+ 40016 0,
Eq, 13 A +.0012 0, .0
Wy = JTU3 Wey + 2,09 = 010 I, ; + < + 0009 Oy ?
+ 40006 O, 10
+ L0005 ©
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Where: Pt is the number of units of product that shoald' be produced
during the forthcoming monthy, te
wt-—l is the number of employees in the work force at the be-~
ginning of the month (end of the previous month).
I, _; is the number of units of inventory minus the number of
units on back order at the beginning of the month,
Wt is the nurber of employees that will be required for the cur-
.rent month, t. The number of employees that should be
hired iy therefore Wy - W¢_q o
Oy is a forecast of number of units of product that will be
ordered for shipiment during the current month, te.
Ot'fl 45 the same for the next month, t+l, etc,
The second decision rule, shown in Equation 12, is used to deter-~

mine the aize of the work force., Agein, the third term iz o welighled

ia
1}

average of forecasts of future orders, but in this second rule the
weights extend farther into the future bsefore they become megligible in
size. Thus the forecasts of orders in the more distant future ars rele-
vant in making employment decisions, even though they have little influw
ence on the production decision,

The next term of the employment rule, .743 Wi_j , indicates that
the work force on hand at the beginning of the month will influence
employment during the following‘month, because of the costs associated
with changing the work force.

The hext two terms in the employment rule, (2.09 - 010 It-l)’
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incorporate the éffect of net inventory on the employment decision. A
large net inventory will lead to a decrease in the work force while a
small net inventory will tend to require an iﬂcrease in the work force.
Net inventory has a.much smaller effect on employment than it has on
production. Some general commentﬁ can now be made about how these
tﬁo rules operate in concert.

There is a fairly complex interaction between these two decision
rules, The production of one month affects the net inventory position
at the end of the month, This in turn influences the employment de-
cision in the second month which then influences the production decision
in the third month, Thus theré is a continual dynamic interaction be-
tween the two decisions.

The influence of net inventory on both the production and employ-
eventually returns net inventory to its optimal level regardless of
whether or not sales have been forecasted accurately,

The weights that are applied to the sales forecasts and the feed-
back factors in the two decision rules determine the production and em-
ployment responses to fluctuations of orders and thereby indicate how
much of these fluctuations should be absorbed by work force fluctua-
tions, overtims fluctuations, and inventory and back order fluctuations
in order to minimize costs. The work force responds only to fuirly
1ong—t$rm_f1uctuations in orders, but production responds strongly to
the orders in the immediate future and to the inventory position. Thus

it appears that short-run fluctuations in orders and the disturbances
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that are caused Page 29,
/by forecast errors are absorbed largely by overtime and undertime fluc-

tuations,

The appearance of negative yeights for forecasted future orders
in some terms of the production decision rule is surprising, One would 5
expect to prepare for forecasted future orders by increasing productioh
and accumulating inventory. Evidently the response of the rules to a |
forecast of future orders is to prepare by building up the work force,
This in turn.gradually leads to increased production.

If the numerical constants in the cost function of the paint fac-

tory should change, the numbers in the above decision rules would need

3 R s

to be recomputed in order to obtain new decision rules applicable to the

changed circumstances, However, the algebraic forms of the decision

&
EPSTRG PO BN

rules would remain unchangede

For procurement or other reasons it may be desirable to know what
the production and employment levels are likely to be in subsequent
months, Férecasts of future decisions may readily’be obtained by means
of a set of forecasting rules that are similar to the above decision 3
rules. Of course, when the time comes, the actual decisions may prove

to be different from those forecasted;

V., Comparison of Decision Performances by the Factory and the Lecision Rules

The decision rules we have described were obtained by finding a . :

LLE B

mathematical optimum for the decision problem on the basis of specific
_formal assumptions, In addition, the decision rules have been tested

"by making a hypcthetical application and observing their performance

P I PATIE IR A et RN INATAT
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characteristicse The production and employment decisions that the
paint company had made over a six-year period were analyzed in details
With this knowledge of the decision problems that had confronted the

paint factory, the decision rules were applied ex post to simulate the

decisions that would have been made.if the new decision rules had been

used during this periode

Before this hypothetical performance could be calculated, it was
necessary to obtain for each point in time a set of forecasts of future
orders (in order to calculate the corresponding employment and production
decisions for each point in time)e Since no explicit forecasts had been
recorded by the company, it was impossible for us to operate with the
same forecast information that had been available to the factory manage~
ment at the times when their decisions were made, As a substitute,
two different sets of forecasts were computed whichy in terms of accu~
racy, would necessarily bracket the forecasts that were available to
the company, The first set of forecasts is the data on orders which
were in fact received. Such a Perfect Forecast is of course limited
to " forecasting" a known past, and consequently is rot of practical
usefulness, However, the Perfect Forecast gives a good basis for com-
parisén since, by its use, an upper limit of decision performance is
obtained. The second set of forecasts is obtained by assuming that
future orders are predicted by a Moving Averaée of past orderss The
total of orders for the coming year is forecasted to be equal to the

orders that had been received in the year just past, This forecast
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is then converted to a monthly basis by applying a2 known seazonal ad-
Jjustment, We now have a basis for a three-way comparison of decision
performance: 1) the actual performance of the factory, 2) the perfor-
mance of the optimal decision rule with Perfect Forecasts whose accuracy
cannot be exceeded, and 3) the performance of the optimal decision rule
with Moving Average forecasts whose accuracy represents a practical

minimum below which there is little excuse fer falling,

tive.

The extreme variability of the orders received by the paint factory
is shown in Figure 6, The depressed business conditions of 1949 are
clearly reflected in the déta. The effects of inventory spsculation
by distributors and dealers brought on by tAo Korean War is shown in
the high orders of late 1950 and early 1951, and the subsequent rapid
decline of orders in the second half of 1951, Hence, the time coverad
by this study includes a period of extreme order fluctuations as well
as periods of more moderate fluctuations. The severity of the fluctua-~ .
tions of orders gives some assurance that the decision rules will be
subjected to a test of substantial severity, Although not readily ob-
servable by eye, there is a marked seascnal pattern in the receipt of
orders, |

An examination of Figure 7 shows that the production fluctuations
of the factory are consideraﬁly sharper on a month-to-month basis than

those called for by the decision rule with either Moving Average or
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Perfect Forecastss " With a Perfect Forecast.the decision rule avoids,
almost completely, sharp month-to-month fluctuations in production, but
;ésponds to fluctuations of orders that have a duration of sevqral months,
The decisions scheduling the size of the work force are shown in
Figure 8. Apgain, the decision rule makes smoother changes and avoids
sharp month-to-month fluctuations in work force., The fluctuations in
work force with the Perfect Forecast, while substzntial in size, are
actually occasionad by the severity of order fluctuations and the desire
to avoid costly accumulations of inventory and back orders, The addi~
tional work force fluctuations/giztobserved under the Moving Average
forecast are entirely attribu£able to forecast errors, For example,
an erroneous forecast of high sales leads the decision rule to build
up the work force, The combination of low sales and large work force
~causes an accumulation of inventories which in turh necessitates a re-
duction of the work force in order to lower inventdry to the optimal
level, The differences which are shown in Figure 8 betwezn the fluctua~
tions of the work force under the Perfect Forecast and the Moving : -
Average forecast.whpn the same decision rule is used in both cases
illustrate the importance of accurate forecasts to the stability of
employment,
As would be expected, the Perfect Forecast foresaw the increased

1/ For the factory no adjustment was made for the fact thal the number
of working days varies somewhat from month to monthe This accounts
for part of the production variability,

L
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"'Korean" orders and increased the size of the work force sharply in
19504 Using the Moving Average forecasts, the decision rule increased
the work force about six months later, While the factory actually
started its employment buildup as early as the decision rule did using
Perfect Forecasts, its rate of buildup was considerably lower; cone
sequently its peak of employment occurred in late 1951 at the time when,
as it happened, orders declined sharpiLy, Evidently the decision rule
when using the Moving Average forecast worked tolerably well even under
such'sevére circumstances as the outbreak of ware

Overtime hours are plotted in Figure 9 to show the comparisons
in performance betwsen the factory and the decision rulee The inade-
quacies of the Moving Average forecast appear clearly in 1950, when the
sudden war-induced increase in orders, which,; of courso, were not fore-
seen by the backward-looking forecast, led to a large amount of over-
tino.ff;erfqrmance in the control of inventory is shown in Figures 10
and 11, which show separately the two components of net inventory;
actual physical inventory and back orders, The decision rule operating
with the Perfect Forecast displays in Figure 10 the ability to hold in-
ventories quite close to the lowest cost levely Deviations from this
optim;l level do occur, but they are not of large amplitude. In cons
trast, the decision rule operating with tha Moving Average forecast
allows inventories to fall substantially during the sudden increase in
""Korean" sales, and later, when orders decline, inventory rises

snarplye However, inventory recovered from its low point much earlier
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with the Moving Average forecast than the factory actually did, In

tﬁe winter of 1951-52 when orders declined sharply, the decision rule
using the Moving Avefagé forecast was able to bring down the resulting.
excess inventories about as quickly as this was in fact achieved by the
factory.

The penalty ihat accompanies low inventory appears clearly in the
rlot of back orders in Figure 11. With the MoQing Average forecast,
back orders rose sharply during the Korean spurt of demard, but these
back orders were liquidated by the end of 19504 For the éctual factory
performance, back orders did not return to their normal level until the
second half of 1951, When high orders are speculative in nature as
was the case during this period, it is difficult to judge how much
weight should be attached to the poor service to customers evidenced
by large back orders, The decision rule " took"™ these back orders

seriously and responded accordingly.

Cost Comparisons under Alternative Decision Methods

One test of a decision~-making process is its performance in terms
of the criteria that serve as the basis for the decisions, To the ex~
tent that the minimization of the costs which occur in the cost func-
tion constitutes the goal of the production executives of the paint
factory, the comparison hetween the cost performances of the factory and
of the decision rule calculated on this basis is significant. However,
the production executives have been concerned during this six~year period

with the accomplishment of other goals in addition to the minimization
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of the particular set of costs with which the statistical decision
analysis is concerned; pursuit of these other goals would undoubtedly
raise these costs, Hence performance comparisons based exclusively on
the costs that are included in the cost function do not tell quite the
whole storys

Because the reconstruction of a quantitative history of factory
operations for six years constitutes in itself a substantial research
job involving in this case the allocation of costs betweén paint and
non-paint, the indirect calculation of certain information that had
never been recorded, and the estimation of noraccounting costsy the
figures that have been obt;ined must be presented with a certain tenta-
tiveness, Similarly the estimates of what the costs would have been,
if things had been done differently, are peculiarly subject to limi-
tations inraccuracy.

In spite of their limitations, the cost comparisons to be presented
are, in the opinion of the avthors, highly significant,

To evaluate the cost performance of the decisiqn rules, including
the adequacy of the fit of the quadratic cést function, we used, so far
as possible, the cost structure that originally had been estimated
from the factory accounting and other data,

A cost comparison is shown in Figure 12, for 1949-53, the longest
period in which cost figures are available for a complete three-way
comparison. The year 1954 could not be included, because, at the £ime
of writing, the authors could not produce the Perfect Forecast of 1955

orders which would be required.
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The decision rule.with Perfect Forecasts had lowver costs than with
the Hoviné Average Forecasts by $59,000 per year on the average. Since
the identical rule is being used with both sets of forecasts, this dif-

ference in cost performance is entirely attributable to better fore-

castings The decision rule when operating with the obviously modest
forecasting abiliiy of the Moving Average gave a cost saving compared
to the factory performance of $173,000 per year on the average. The
limitations.of this comparison which were mentioned above should be
noted,

It is striking that the cost saving attributable to the decision
rule is greater than the cost saving z.tributable to errorless forecast-
ing. Perhaps forecasting future orders accurately isn't as important
as has commonly been thought by production people, Judging by this
narticular féctory and p~riod, making optimal use of crude fofecasts
is more important than perfect forecasting,

Sinée scheduling production and employment in a period of reces-
sion and war is so difficult a problem due to the large and uﬁpredict—
able fluctuations of orders, it is understandable that the potential
savings through improved decision techniques should be large. However,
the Korean war period may by some be considered unrepresentative of
attainable cost savings in hoped-for times of "normalcy.'" The Kerean
period:also presents difficult problems in estimating an appropriate
penalty cost for back orders, Cost comparisons for shorter periods

that exclude the war years should be more representative of '"rormal"
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times. However, in posing an easier scheduling problem, these years,
of course, offer smaller opportunities for improved performance,

If we drop out the Korean year, 1950, and compare the Perfect
Forecast cost performance with that of the Moving Average for the years
1949, 1951, 195¢ and 1953, we find that the imperfect forecasting raises .3
costs 5%, or $28,000 per year on the average, Wﬁile a 5% savings is
small in percentage terms, it should be remembered that this is 5% of
an amount that is the total of several large costs including the pay-
roll. How much of this saving can actually be achieved by substituting
mOTE refined forecasting methods for the moving average is as yet un-
kﬂown. Obviously g.perfect forecasting method is unattainables, Presum-
ably the expenditure of'sone.thousands of dollars for improved fore-
casts.would more than.pay for itself in decreased prodnctioﬁ costs even
for this small one-huﬁdred—man paint factory.

Aiihough tﬁe expected size of forecast errors for a particular
forecasting method does not affect optimal decisions based on its fore-~
casts, the cost performance certainly is affected by the size of the
forecast errorss Since the cost function is quadratic, the costs of

forecast errors rise roughly with their square, Hence it is desirable
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to find a forecasting method that does not often make large errorsl/ —
small errors can be forgiven because their cost penalty is low.

The plot of actual factory inventory in Figure 10 shows that the
‘factory in its cont=ol of inventories acted as if the cost of back
orders relative to the cost of holding inventories had increased during
this six~year periode The cost structure that we estimated is more
nearly in line with the implicit back order and inventory costs of the
later three-year period., Consequently, cost comparisons from the later
period may be more significant than cost comparisons covering the
whole six yearse

The objection may occur to the reader that our estimates of the
factory cost structure may bte in error which wﬁuld mean that the fac-
tory performance is being judged by an erroneous criterion, Such errors
clearly are possible, but it should be remembered that the decision
rule is designed to minimize a given cost functione If the cost para-

meters were changed, the costing of factory performance would be

;/ The paper by Ca Co Holt mentioned in Footnote 1 on Page 25 presents
a partial analysis of the cost of forecast errors.

In an a2nalysis of production scheduling (not considering employment)
on the basis of an unrevised forecast of orders that will occur in
one future period, the expected cost of forecast -errors was found to
be proportional to the variance of the distribution of forecast
errors, The constant of proportionality is the square of one of the
"décision rule weights (that are applied to order forecasts) corre-
sponding to the time spanned by the forecast, Not only do fore-
casts of future orders have less influence on decisiors vhen they
are inore remote in the future, but the cost implications of fore-
cast errors attenuate even faster (as the square of the weight)
as the forecast reaches farther into the futures
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different, but also a new decision rule would be calculated whose de-
cision behavior would be different. Consequently if changes were made in
the cost strﬁcture that would reduce the éstimated cost of the factory
performance, the relevant comparison would then be with the cost per=-
formance of a decision rule changed to be optimal under the new cost
functiona

To compare the cost performances of the factorysand the decision
rule with Moving Ayerage forecasts we chose the period 1952-54 -~
the latter year is available for“this comparison since £he Moving Ave~
rage forecasts require no unattainable data on 1955 orders. As shown
in Figure 13, the actual factory cost performance exceeded that of the
decision rule with Moving Average forecasts by 8,5%, or $51,000 per
year on the average. Econcmics were achieved by the decision rule as
fbllows: The overtime costs under the decision rule were higher, but
the regular payroll costs were =nough lower to make a net savinge The
inventory holding cost$ were higher under the decision rule, but thg
back order penalty costs were enough lower to mazke a net savings, The

hiring and layoff costs were lower under the decision rule. It appears

“that the cost savings during this period of '"'normal!' paint sales were

attained by the decision rule through a combination of several different
kinds of cost savings and not through a single simple improvement that

might be "hit upon" by casual judgmental analysis,
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V1, Conclusion

On the basis of the foregoing comparisons between the actual de-
cision performance of an‘operating factory and the hypothetical par-
formances of the decision rule, the following conclusion aesems justi-
fiede If the optimal linear decision rule which is introduced in = this
§apér were to be applied using forecasts that are practically obtain-
able, it would render a performance that would be a considerable improve-
ment in cost terms over that obtainable by the traditional Judgmental
methods that have becn used by the factory. Furthermors, this improved
performance probably could be cbtained with a smaller expenditure of
executive time and effort than now goesiyito such decisionse

It would be rash of the authors to generalize these conclusions
to industry generally, but on the basis of their knowledge of the de~
cision technigues that are now in general use, it is their opinion that
the decision performance of the paint factory is not atypical, and that
the optimal linear decision rule which is presented in this paper would,
achieve a subsiantial improvement in their production and employment
scheduling,

Even though a production executive may be aided by adopting this
new decision technique, there is still critical need for hia Judgment,
both in the estimation of the original cost function, especially the
intangible components of ity and in the application of the decision

rule when factors beccme importént that are not explicitly included in
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the statistical decision analysiss By relieving the executive of the
recurring need to cdnsider and analyze the complex interacting cost
factors that are taken into account by the decision rule (i.easy regular
payroll, overtime, hiring, layoff, inventory, back order and machine
setup costs), the executive will be left with more time free to devote
attention to important nonroutine special factors and umsual situa-
tions,

Even though it i3 possible to prove mathematically that, where the
cost function is quadratic, the linear decision rule here presented
cannot be surpassed on its average cost performance, and even though a
simulated application based on historical data gives highly encouraging
results, there is still need for further tests under actual operating
conditions before the new method can fﬁlly prove its usefulness, For
the last year, the paint factory has been carrying out an application
of the rule (and an earlier version of it) to the actual scheduling of
its production in order to test the rule under ope;ating conditions with
available forenasts, The results have been gratifying, The average
inventory and average back orders have both decreased, and this was
accomplished with smaller fluctuations in the aggregate production of

. 1
those paints that were included in the experiment.’/

;/ A report on this operating test is in preparation for publication
in the Naval Research Logistics Quarterlys This test also involves
the application of decision rules for scheduling the production
of individual products as well as the rules that have been the
subject of this paper for scheduling aggregate productions
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Since it is anticipated that the decision rule discussed in this
paper will be applicable in its present form te a good many other fac=~
tories, a technical appendix is attached which shows the deivation
of the rule and the formulas for obtaining the final decision rules for
scheduling production and employmente

Othér factories will need to include different types of cost terms
in their cosé functions and this will preclude using the rule in the
.form in which it has veen presented, However, thé general method of
obtaining'a linear decision rule from a quadratic criterion function
can be extended by the application of straightforward mathematics to a
wide variety of other production and inventory control decision probiems, :

and, of equal significance, problems from entirely different fieldse

1/ A research memorandum presenting general methods for deriving optimal
linear decision rules for quadratic criterion functions is in pre-

parationa



